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Finding the distribution of the velocities and pressures of a fluid (by solving the Navier-Stokes
equations) is a principal task in the chemical, energy, and pharmaceutical industries, as well as in me-
chanical engineering and the design of pipeline systems. With existing solvers, such as OpenFOAM
and Ansys, simulations of fluid dynamics in intricate geometries are computationally expensive and
require re-simulation whenever the geometric parameters or the initial and boundary conditions
are altered. Physics-informed neural networks (PINNs) are a promising tool for simulating fluid
flows in complex geometries, as they can adapt to changes in the geometry and mesh definitions,
allowing for generalization across different shapes. We present a hybrid quantum physics-informed
neural network that simulates laminar fluid flows in 3D Y-shaped mixers. Our approach combines
the expressive power of a quantum model with the flexibility of a PINN, resulting in a 21% higher
accuracy compared to a purely classical neural network. Our findings highlight the potential of
machine learning approaches, and in particular quantum PINNs, for complex shape optimization
tasks in computational fluid dynamics. By improving the accuracy of fluid simulations in complex
geometries, our research using quantum PINNs contributes to the development of more efficient and
reliable fluid dynamics solvers.

I. INTRODUCTION

Computational fluid dynamics (CFD) solvers are pri-
marily used to find the distribution of the velocity vector,
, and pressure, p, of a fluid (or several fluids) given the
initial conditions (e.g. initial velocity profile) and the ge-
ometrical domain in which the fluid flows [1, 2]. To do
this, it is necessary to solve a system of differential equa-
tions [3] called the Navier-Stokes (NS) equations that
govern the fluid flow [4]. A well-established approach
is to use numerical CFD solvers from several vendors,
as well as publicly accessible alternatives, such as Open-
FOAM [5] or Ansys [6]. These solvers discretize a given
fluid volume into several small parts known as cells [7],
where it is easier to get an approximate solution and
then join the solutions of all the cells to get a complete
distribution of the pressure and velocity over the entire
geometrical domain.

While this is a rather crude explanation of how CFD
solvers actually work, the idea of discretizing a large do-
main into smaller pieces accurately captures one of their
main working principles [8]. The runtime of the com-
putation and the accuracy of the solution both sensi-
tively depend on the fineness of discretization, with finer
grids taking longer but giving more accurate solutions.
Furthermore, any changes to the geometrical parameters
necessitate the creation of a new mesh and a new simu-
lation. This process consumes both time and resources
since one has to remesh and rerun the simulation every
time a geometrical parameter is altered [9].

We propose a workflow employing physics-informed
neural networks (PINNs) [10] to escape the need to com-
pletely restart the simulations whenever a geometrical
property is changed. A PINN is a new promising tool

for solving all kinds of parameterized partial differential
equations (PDEs) [9], as it does not require many prior
assumptions, linearization or local time-stepping. One
defines an architecture of the neural network (number of
neurons, layers, etc.) and then embeds physical laws and
boundary conditions into it via constructing an appropri-
ate loss function, so the prior task immediately travels to
the domain of optimization problems.

For the classical solver, in the case of a parameterized
geometric domain problem, getting accurate predictions
for new modified shapes requires a complete restart of
the program, even if the geometry has changed slightly.
In the case of a PINN, to overcome this difficulty, one can
use the transfer learning method [11] (Sec. III A 2), which
allows a model previously trained on some geometry to
be trained on a slightly modified geometry without the
need for a complete reset.

Also, using a trained PINN, it is easy to obtain a so-
lution for other parameters of the PDE equation (e.g.
kinematic viscosity in the NS equation [4], thermal con-
ductivity in the heat equation, etc.) with no additional
training or restart of the neural network, but in the case
of traditional solvers, restarts cannot be avoided.

One of the features which makes PINNs appealing is
that they suffer less from the curse of dimensionality. Fi-
nite discretization of a d-dimensional cube with N points
along each axis would require Nd points for a traditional
solver. In other words, the complexity of the problem
grows exponentially as the sampling size d increases. Us-
ing a neural network, however, one can define a Rd → R
mapping (in case of just one target feature) with some
weight parameters. Research on the topic suggests that
the amount of weights/complexity of a problem in such
neural networks grows polynomially with the input di-
mension d [12, 13]. This theoretical foundation alone
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allows PINNs to be a competitive alternative to solvers.

It is worth noting that although a PINN does not re-
quire Nd points for inference, it does require many points
for training. There exist a variety of sampling meth-
ods, such as latin hypercube sampling [14], Sobol se-
quences [15], etc., which can be used to improve a PINN’s
convergence on training [16]. However, a simple static
grid of points is used in this work for the purpose of sim-
plicity.

Classical machine learning can benefit substantially
from quantum technologies. In [17], quantum comput-
ing is used in a similar problem setting. The perfor-
mance of the current classical models is constrained by
the high computing requirements. Quantum comput-
ing models can improve the learning process of existing
classical models [18–23], allowing for better target func-
tion prediction accuracy with fewer iterations [24]. In
many industries, including the pharmaceutical [25, 26],
space [27], automotive [28], and financial [29–33] sec-
tor quantum technologies can provide unique advantages
over classical computing. Many traditionally important
machine learning domains are also getting potential ben-
efits from utilizing quantum technologies, e.g., in image
processing [34–37] and natural language processing [38–
41].

Recent developments in automatic differentiation en-
able us to compute the exact derivatives of any order of a
PINN, so there is no need to use finite differences or any
other approximate differentiation techniques. It there-
fore seems that we do not require a discretized mesh over
the computational domain. However, we still need a col-
lection of points from the problem’s domain to train and
evaluate a PINN. For a PINN to provide an accurate solu-
tion for a fluid dynamics problem, it is important to have
a high expressivity (ability to learn solutions for a large
variety of, possibly complex, problems). Fortunately, ex-
pressivity is a known strength of quantum computers [42].
Furthermore, quantum circuits are differentiable, which
means that their derivatives can be calculated analyti-
cally, which is essential on noisy intermediate-scale quan-
tum devices.

In this article, we propose a quantum PINN to solve
the NS equations with a steady flow in 3D Y-shape mixer.
The general principles and loss function of PINN work-
flow are described in Sec. II. The problem description,
including the geometrical details, is presented in Sec. III
while in Sec. III A and Sec. III B, we describe classical
and quantum PINNs in detail. Sec. III A 1 explains the
intricacies of PINN’s training process and simulation re-
sults. A transfer learning approach, applied to PINNs, is
presented in Sec. III A 2. Conclusions and further plans
are described in Sec. IV.

II. PHYSICS-INFORMED NEURAL
NETWORKS FOR SOLVING PARTIAL

DIFFERENTIAL EQUATIONS

Physics-informed neural networks (PINNs) were origi-
nally introduced in [10]. The main idea is to use a neural
network - usually a feedforward neural network like a
multilayer perceptron - as a trial function for a PDE’s
solution. Let us consider an abstract PDE:

D[f(r, t);λ] = 0, (1)

where Ω ⊂ Rd is the computational domain, r ∈ Ω is a co-
ordinate vector, t ∈ R is time, D is a nonlinear differential
operator with λ standing in for the physical parameters
of the fluid and f(r, t) is a solution function.

Let us consider a neural network u(r, t) that takes co-
ordinates, r, and time, t, as input and yields some real
value (e.g. the pressure of a liquid at this coordinate at
this particular moment of time).

We can evaluate u(r, t) at any point in the computa-
tional domain via a forward pass and compute its deriva-
tives (of any order) ∂nt u(r, t), ∂nr u(r, t) through back-
propagation [43]. Therefore, we could just substitute
f(r, t) = u(r, t) and try to learn the correct solution for
the PDE via common machine learning gradient opti-
mization methods [44] (e.g., gradient descent).

This approach is inspired firstly by the ability to calcu-
late the exact derivatives of a neural network via autod-
ifferentiation [45] and secondly by neural networks being
universal function approximators [46].

The loss, L, that the PINN tries to minimize is defined
as

L = LPDE + LBC, (2)

where LBC is the boundary condition loss and LPDE is
the partial differential equation loss.

The boundary condition loss is responsible for satisfy-
ing the boundary conditions of the problem (e.g., a fixed
pressure on the outlet of a pipe). For any field value, u,
let us consider a Dirichlet (fixed-type) boundary condi-
tion [47]

u(r, t)|r∈B = u0(r, t), (3)

where u0(r, t) is a boundary condition and B ⊂ Rd is the
region where a boundary condition is applied.

If u(r, t) is a neural network function (see Sec. II), the
boundary condition loss is calculated in a mean-squared
error (MSE) manner:

LBC = 〈(u(r, t)− u0(r, t))2〉B , (4)

where 〈·〉B denotes averaging over all the data points
r ∈ B that have this boundary condition.

The PDE loss is responsible for solving the governing
PDE. If we have an abstract PDE (1) and a neural net-
work function u(r, t), substituting f(r, t) = u(r, t) and
calculating the mean-squared error of the PDE gives:

LPDE = 〈(D[u(r, t);λ])2〉Ω, (5)
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FIG. 1. Scheme for the implementation of the hybrid PINN’s training process and its architecture. PINN takes the (x, y, z)
coordinates of the points, sampled in the geometrical domain, and yields (v, p) as output, where v is the velocity vector and
p is the pressure. The neural network itself begins with a classical part, which is a multilayer perceptron with l layers of n
neurons. Then there is a quantum layer (a variational quantum circuit). “Filter” divides input points into 4 groups, where
each group has its own constraint (a boundary condition or a PDE). The error of each constraint is calculated and added to
the total loss, which is minimized via gradient descent. The training process is described in Sec. III A 1.

where 〈·〉Ω means averaging over all the data points in
the domain of the PDE.

III. SIMULATIONS

In this work, we consider the steady (i.e., time-
independent) flow of an incompressible fluid in 3D with-
out any external forces.

The NS equations (6) and the continuity equation (7)
describe this scenario as follows:

− (v · ∇)v + ν∆v − 1

ρ
∇p = 0, (6)

∇ · v = 0, (7)

where v(r) is the velocity vector, p(r) is the pressure, ν
is the kinematic viscosity and ρ is the fluid density. The
PDE parameters ν and ρ were previously referred to as
λ. For each of the 4 PDEs (3 projections of vector equa-
tion 6 and 1 scalar equation 7), the LPDE is calculated
separately and then summed up.

Our task is to simulate the flow of liquid in a Y-shaped
mixer consisting of three tubes (Fig. 2). The mixing flu-
ids are identical and have parameters ρ = 1.0 kg/m3 and
ν = 1.0 m2/s.

The imposed boundary conditions are as follows:

• no-slip BC on walls: v(r)|walls = 0,

• fixed velocity profile on inlets: v(r)|inlets = v0(r),

• fixed pressure on outlets: p(r)|outlets = p0,

where, in this work, v0(r) are parabolic velocity profiles
on each inlet and p0(r) = 0.

A. Classical PINN

In this section, we provide details on the PINN’s ar-
chitecture, training process, and simulation results. The
PINN is a neural network whose architecture is a multi-
layer perceptron with several fully connected layers. As
shown in Fig. 1, the first layer consists of 3 neurons (since
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1)  

2)  

Loss over epochs Absolute velocity value Velocity projection Velocity projection

FIG. 2. 1) Classical model. (a) Loss curve. The classical PINN managed to learn solution near the entry point well. However,
it vanishes to zero further down the mixer. 2) Transfer learned models. (a) Loss curve. The transfer-learned models trained
better with each iteration, surpassing the original model. (b, c, d) Distributions of the fluid velocity for the last model with
α = 35◦.

the problem is 3D), then there are l = 5 hidden layers
with n = 64 neurons, and the penultimate layer has 16
neurons. For the classical PINN, the “quantum layer”
box is replaced with one fully-connected layer 16 → 4.
There is no quantum layer in the classical case, so the
output goes straight into the filter. Between adjacent
layers, there is a sigmoid linear unit (SiLU) activation
function [48]. The PINN takes the (x, y, z) coordinates
as inputs and yields (v, p) as its output, where v is the
velocity vector with three components and p is the pres-
sure.

1. Training

The geometry is a collection of points organized in a
.csv file. It is split into four groups: fluid domain, walls,
inlets, and outlets. The fluid domain is the domain in
which the NS equations are solved, i.e. where the fluid
flows. The other three groups have boundary conditions
described in Sec. II.

While untrained, PINN produces some random dis-
tribution of velocities and pressures. These values and
their gradients are substituted into the corresponding NS

equations and boundary conditions. With every itera-
tion, the weights of the neural network are updated to
minimize the error in the governing equations, and our
solution becomes more and more accurate.

The PINN is trained via full-batch gradient descent
with the Adam optimizer [49] for 1000 epochs, and then
with L-BFGS optimizer [50] for 100 epochs. All points
from the geometrical domain are processed at once, so
one step of the optimizer equals one epoch. The training
iteration is simple: the point cloud is passed through
the PINN, the MSE loss is calculated (getting it requires
taking gradients of (v, p) at each point of the geometry),
the gradient of the loss with respect to the weights is
taken and the parameters are updated.

Classical PINN training (1100 total epochs) took 5
minutes on single NVIDIA A100 GPU. To visualize the
training outcomes of the neural network, we used Par-
aView [51] and the simulation results are shown in Fig. 2
(1) for loss and velocity distribution.

After the training, the PINN manages to learn a non-
trivial downward flow at the beginning of both pipes.
On the edges of these pipes, the velocities become zero,
as they should due to no-slip wall boundary conditions.
However, further down the mixer, the solution degener-
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ates to zero, so it does not even reach the mixing point.
This fact should at least violate the continuity equation
because there is an inward flow without matching out-
ward flow, but the model still treats this situation as an
optimum and refuses to propagate the solution further.
Possible reasons for this could be a mismatch between
the scales of the different loss terms (continuity, NS and
BC) in the total loss, the limited expressivity of the un-
derlying neural network, the points sampling strategy or
the choice of the optimizer. Still, we stick to our simple
workflow and use this incomplete solution as a reference
to further explore the properties of the PINN without
overcomplicating the problem.

2. Transfer Learning

Transfer learning is a powerful method of using the
knowledge and experience of one model that has been
pretrained on one problem to solve another problem [11].
It is extremely useful because it means that a second
model does not have to be trained from scratch. This
is especially helpful for fluid modeling where the crucial
issue of selecting the most appropriate geometrical hy-
perparameters would otherwise lead to the simulations
being rerun many times.

For transfer learning, we used a model from the pre-
vious section as a base, which had α0 = 30◦, where α
is the angle between the right pipe and the x axis (see
Fig. 2). Then, for each α = {31◦, 32◦, 33◦, 34◦, 35◦}, we
tried to obtain the solution, each time using the pre-
viously trained model as a initializer. For example, to
transfer learn from 31◦ to 32◦, we used the 31◦ model as
a base and so on. Each iteration is trained for 100 epochs
with L-BFGS. Fig. 2 shows that the PINN adapts well
to changes in the value of α. That is, our hypothesis was
correct: with PINNs, one does not need to completely re-
run the simulation on a parameter change, transfer learn-
ing from the base model will suffice.

B. Hybrid Quantum PINN

Quantum machine learning may help to improve the
performance of the classical PINN. We propose a quan-
tum PINN, which is a hybrid quantum-classical neu-
ral network. In the Noisy Intermediate-Scale Quantum
(NISQ) era, when quantum computers do not have ac-
cess to a quantum memory or a large number of qubits,
the algorithms that are known to be superior to clas-
sical ones cannot be implemented. Heurisitc quantum
algorithms, however, have less stringent requirements for
their implementation. Here, we use a variational quan-
tum circuit (VQC) approach, which is one of the most
promising NISQ algorithms today. It combines the best
ideas of classical and quantum machine learning [25, 52–
55].

At the moment, using only VQCs is not enough to solve
large problems, especially for industrial tasks, so several
more classical neural layers are used with a VQC (hence
the name, “hybrid”). Also, the use of a large number of
qubits and layer repetitions leads to the barren plateau
problem [56, 57].

As an overview of the workflow, preliminary data pro-
cessing takes place on a classical computer. This data is
then encoded into the parameters of the quantum gates
of an encoding layer of the VQC, followed by a variational
layer. As the algorithm progresses, the gate parameters
in the variational layer of the VQC are varied and finally,
in the measurement layer of the VQC the qubits are mea-
sured, producing a set of classical bits as the output.

A quantum algorithm can be represented as a kind of
black box into which classical information enters, classi-
cal information comes out. The goal is to choose such
variational parameters so that the measurement result is
as accurate as possible in terms of the prediction func-
tion. In this way, finding the optimal gate parameters
is like finding the optimal weights in a classical neural
network. Hence, we refer to this as training the VQC.

1. Variational Quantum Circuit

Quantum gates are the basic building blocks for any
quantum circuit, including those used for machine learn-
ing. Quantum gates come in single-qubit (e.g. rotation
gate Ry(θ), gate that plays a central role in quantum
machine learning) and multiple-qubit gates (e.g. CNOT)
and modulate the state of qubits to perform computa-
tions. The Ry(θ) gate rotates the qubit around the y-
axis of the Bloch sphere by an angle θ, while the two-
qubit CNOT gate changes the state of one qubit based
on the current state of another qubit. Gates can be fixed,
which means they perform fixed calculations, such as the
Hadamard gate, or they can be variable, such as the ro-
tation gate that depends on the rotation angle and may
perform computations with tunable parameters.

To get the results, the qubits are measured (i.e., pro-
jected onto some basis) and the expected value is cal-
culated. If we use the σz Pauli matrix observable, the
expected value of that measurement is expressed as:
〈ψ|σz |ψ〉, where ψ is the wave function which describes
the current state of our quantum system. An introduc-
tion to quantum circuits, including logic gates and mea-
surements, can be found in standard quantum computing
textbooks, such as [58].

2. Training

The hybrid PINN consists of the classical PINN with
weights preinitialized from the previous stage (as de-
scribed in Sec. III A), a VQC and a fully-connected layer
at the end. The VQC’s design is inspired by [59].
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Loss over epochs Absolute velocity value Velocity projection Velocity projection

FIG. 3. Hybrid quantum model. (a) Loss curve. (b, c, d) Distribution of the fluid velocities for the hybrid PINN at (α = 30◦).
Similarly to the classical model, a non-trivial solution near the entry point is present. However, there is an asymmetry between
the left and the right pipe, which should not be there. This could be an effect of the data encoding strategy.

The training process of the hybrid PINN does not dif-
fer from that of the classical PINN except in the following
ways. Firstly, all calculations are done on the classical
simulator of quantum hardware, the QMware server [60],
which has recently been shown to be quite good for run-
ning hybrid algorithms [61].

Secondly, how does one backpropagate through the
quantum circuit layer? The answer is to use the “ad-
joint differentiation” method, introduced in [62], which
helps to efficiently compute derivatives of a VQC on a
classical simulator.

This time the model was trained for 100 epochs us-
ing mini-batch gradient descent with the Adam optimizer
(Fig. 3). The mini-batch strategy was employed due to
the very low speed of training of quantum circuits, as
they train on a CPU. We will then compare this model
with a purely classical one, with exactly the same archi-
tecture from Sec. III A, but this time trained only with
mini-batch Adam. All learning hyperparameters (learn-
ing rate, scheduler parameters, batch size) are shared be-
tween the quantum and classical model. Comparing the
two, Fig. 4 shows that the quantum model outperforms
the classical one in terms of the loss value by 21%.

We tried to do inference of our model on real quantum
processing units (QPUs) Lucy [63] and Rigetti’s Aspen-
M-3 [64]. That means, we have chosen some points from
the geometrical domain and predicted velocity and pres-
sure fields for them. On comparison, results from both
QPUs greatly differ from the simulator ones. Most likely,
these errors are caused by noise and decoherence, which
are hard to mitigate. Also, particular QPUs work bet-
ter with circuits that take into account their particular
topology and gate implementations. We did not consider
such limitations, as the primary tests of our quantum
circuit were conducted on a simulator.
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L
os

s

21% improvement
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FIG. 4. Losses for the classical and hybrid quantum PINNs.
Hybrid quantum PINN outperforms the classical PINN in
terms of loss value due to higher expressivity.

IV. DISCUSSION

In this work we examine a recently introduced [10] way
of solving computational fluid simulation tasks, PINNs.
This approach is based on substituting the solution func-
tion of the problem with a neural network of an arbi-
trary architecture (a multi-layer perceptron is used in this
work) and optimizing trainable parameters via gradient
descent (Adam, L-BFGS). In this problem setting, the
loss function becomes a combination of the residual error
of corresponding PDE and boundary conditions. We try
to use this approach to solve a laminar mixing problem in
a 3D Y-shaped geometrical domain and achieve plausible
solution in the upper part of the mixer. The solution,
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however, vanishes to zero as it goes lower through the
mixer. The reason behind such behaviour could be in-
sufficient expressivity of the model, static point sampling
or even the choice of the optimizers.

We then explore a transfer learning technique with ap-
plication to a classical PINN, which shows that the PINN
is actually capable of generalizing an existing solution to
a weakly changed geometrical domain with little addi-
tional training. This enables PINNs to be very helpful in
shape optimization tasks because traditional solvers lack
this feature and demand a full restart on any parame-
ter change. Also, with each step of the angle α, we see
that the PINN achieves an even lower loss than before.
It may be that this step-by-step learning helps the PINN
to mitigate overfitting to a particular geometrical domain
of the problem.

Afterwards, we introduce a new PINN framework – a
quantum PINN. We build it on top of a classical fully-
conntected PINN by adding a quantum circuit with train-
able gates. We explore the potential of this model to solve
the NS equations and show its superiority to purely clas-
sical network in terms of the loss value on 21%, which
could mean that the chosen quantum circuit increases
the PINN’s expressiveness.

The future plan includes exploring better architectures
for the quantum PINN, investigating their impact on
expressiveness, generalizability and optimization land-
scape, as well as trying out data-driven approaches. En-
tirely different networks, such as neural operators [65, 66]
and graph neural networks [67, 68], could also be consid-
ered in a quantum setting and enhanced with quantum
circuits.
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